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We show how to compute the critical exponents of one-dimensional quantum critical systems in the ther-
modynamic limit. The method is based on an iterative scheme applied to the multiscale entanglement renor-
malization Ansatz for the ground-state wave function. We test this scheme to compute the critical exponents of
the Ising and XXZ model for which we can compare the method with the exact values. The agreement is at
worst within few percent of the exact results already for moderate dimensions of the tensor indices.
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Finding accurate methods for computing critical behavior
has been central to physics since the development of renor-
malization group. Critical phenomena are ubiquitous in na-
ture ranging from condensed-matter systems to biological
systems or even economic systems. A key concept in their
description is that of scale invariance,1 i.e., the existence of
diverging correlation lengths which manifest in power-law
decays of the system correlation functions. Characterizing
the physics of these complex phenomena requires thus to
compute either analytically or numerically the critical expo-
nents of the system,2 i.e., the exponents which govern such
power-law decays.

In recent years several proposals3–5 have been put forward
to address this problem by proposing generalizations of the
density-matrix renormalization group �DMRG� approach6 for
efficiently representing the ground-state properties of critical
Hamiltonians. Among these attempts the multiscale entangle-
ment renormalization Ansatz �MERA� introduced by Vidal5

is particularly appealing. Similarly to DMRG it can be casted
in a variational Ansatz in terms of a special class of many-
body quantum states. However in DMRG such class �i.e., the
matrix product states6–11� lacks of the fundamental ingredient
�i.e., scale invariance� for efficiently reproducing the physics
of a system at criticality. On the contrary in MERA the class
consists in a collection of states �the MERA states� which
have an intrinsic scale-invariance structure built in.

A method for computing the critical exponents associated
with a given MERA state has been very recently put forward
by some of us12 by relating them to the eigenvalues of the
MERA transfer matrix. In the present work we briefly review
the MERA tensor-network formalism and this method.
Building up from such results we then introduce a numerical
algorithm for finding the optimal MERA state which best
approximates the ground state of a critical, translationally
invariant Hamiltonian. This is the main result of this Brief
Report. As a test of its efficiency we apply such an algorithm
for studying the critical exponents of two cornerstone models
in quantum statistical mechanics, the Ising and the XXZ
model. In one dimension the critical exponents of these mod-
els are exactly known, thus providing a highly nontrivial
case where to see the method12 at work.

Consider a one-dimensional translational invariant many-
body quantum system at criticality composed of L=2� sites
�each site being m dimensional�, characterized by a local

Hamiltonian H which involves at most next-nearest-
neighboring interaction terms �generalization to longer-but-
finite range interactions is straightforward, by considering
the far away operators as neighbors after a certain number of
renormalizations5�. Under these conditions we can write
H=�k=1

L hk with hk acting on the triple composed by the three
consecutive sites k−1, k, and k+1 of the system where we
identify the �L+1�th and the zeroth sites with the 1th and the
Lth sites, respectively, to enforce the proper periodic bound-
ary conditions. In the thermodynamic limit of infinitely many
sites the ground-state energy per site of the system can thus
be computed as

EG ª lim
L→�

1

L
min

�
���H���

= lim
L→�

1

L
min
B�

�
k=1

L

Tr��khk� , �1�

where ��� are joint states of the many-body system and
where the last minimization is performed over the sets
B�ª 	�1 , . . . ,�L
 whose elements can be obtained as reduced
density matrices of some global pure state ��� of the system.
Specifically �k is the reduced density matrix of ��� that
is associated with the triple formed by the sites k−1, k, and
k+1. For a translational invariant Hamiltonian all the
terms are equal hk=h and Eq. �1� can be written as
limL→� minB�

Tr��̄h�, with �̄��k�k /L being the average
over all the triples. Therefore, without the constraint
�k�B� the minimization would be trivial; EG will coincide
with the ground energy level of the three-sites Hamiltonian
h. Taking into account the condition �k�B� is what makes
the calculation of EG a hard problem to solve;13 it requires us
to minimize the energy of h by properly embedding �k in the
“environment” formed by the remaining sites of the many-
body system.

A solution can be found by adopting the so-called multi-
scale entanglement renormalization Ansatz,5 which, similarly
to the matrix product state decomposition,6–11 assumes a spe-
cific representation of the many-body state ���. In particular,
according to this Ansatz the wave function of an L-sites
many-body system is expressed in terms of O�L log2 L�
m-dimensional tensors of two different species �i.e., the

PHYSICAL REVIEW B 80, 113103 �2009�

1098-0121/2009/80�11�/113103�4� ©2009 The American Physical Society113103-1

http://dx.doi.org/10.1103/PhysRevB.80.113103


type-� 2
2 � disentangler tensors � and type-� 1

2 � isometry tensors
�� which are connected to form the multilayer structure
shown in Fig. 1 which admits efficient contraction rules �we
refer the reader to Ref. 5 for details�. The MERA tensor
structure can be also read as a collection of transfer superop-
erators determined by the �’s and the �’s tensors.5,12 Such a
superoperator raises the lattice description of operators to an
upper level through a modified coarse-graining procedure. In
the following we will restrict the minimization �Eq. �1�� to
states ��� which can be expressed �at least approximated� by
homogeneous MERAs, in which all the disentangler � and
all the isometry � entering the tensor network are
identical.5,12 Though not being such Ansatz translational in-
variant by itself, the thermodynamic limit L→� of ��� can
be characterized in terms of a single-transfer three-site
superoperator—the QuMERA map �, which performs the
desired average.12,14 This is the convex combination �
= ��R+�L� /2 of the channels �R and �L whose operator
sum decompositions15 expressed in the computational basis
are obtained by properly concatenating two copies of � and
three copies of �.16 In this framework the average reduced
density matrix �̄ of a neighboring triple of ��� can now be
computed as the �unique� eigenvector �̄� of the QuMERA
map � associated with the unitary eigenvalue,12 i.e.,

���̄�� = �̄�. �2�

This means that Eq. �1� can now be expressed as

EG = min� Tr��̄�h� , �3�

where the minimization is performed over the set of all pos-
sible QuMERA channels �—the equivalence being guaran-
teed by the stationary condition �2�. The performed average
is thought to converge to the single �k with increasing bond
dimensions of the tensors.

Equation �3� achieves two fundamental goals: �1� it al-
lows us to directly address the thermodynamic limit L→�
and �2� it guarantees the possibility of reconstructing a
many-body joint state ��� associated with the three-sites
local-density operator �̄� �this is the MERA state correspond-
ing to the QuMERA channel ��.

The problem of finding the ground-state properties is thus
reformulated in terms of the minimization of the quantity
[Eq. �3�] with the additional constraint [Eq. �2�]. This refor-
mulation allows us to compute the thermodynamic ground-

state energy employing a number of minimization steps
which do not depend upon the system size �the limit L→�
being already included in the QuMERA description�. In ad-
dition, once the transfer superoperator has been found via
minimization, the long-range properties �critical exponents�
can be easily computed in terms of secondary eigenvalues of
the map itself, as shown in Ref. 12. Indeed the rescaling of
the operators by the same factor through each tensor layer
and the logarithmic number of layers gives rise to power-law
decay of correlations,5 i.e., the definition itself of scale in-
variance. The implementation of this algorithm, explained in
the following, and the demonstration of the achievable re-
sults constitute the main result of this paper.

For the sake of self-consistency, we briefly recall here the
main steps behind the calculation of the critical exponents
discussed in Ref. 12 focusing on the two-point correlation
functions, as the generalization is straightforward. Consider
then two observables �k and �k� acting on the triples of sites
k−1,k ,k+1 and k�−1,k� ,k�+1, respectively, �single-sites
observables are trivially included as a special case�. The re-
sulting expectation values can then be written as a reiterated
application of the QuMERA map on the triples subspaces,
i.e.,

��k�k�� = Tr����
� �����kk�

��� ���k � �k���

= Tr��kk�
��� ��̃�

� �̃����k � �k��� , �4�

where � is the QuMERA map, �=int�log2�k−k���−1 is the
MERA level at which the causal cones9 associated with k
and k� intercept, and �kk�

��� is a 6m-dits state associated with
the overlying layers of the MERA �the explicit expression
plays a marginal role in the calculation�. The dual map

�̃ is defined as the ascending one for physical
operators. As the distance �k−k�� among the triples
increases Eq. �4� can be simplified by exploiting the spectral

property of � ,�̃. In particular, the correlation function
	kk����k�k��− ��k���k�� yields

�	kk�� � c�k − k��−
 �5�

with 
=−2 log2��� with � being the eigenvalue of �̃ with
largest eigenvalue whose associated eigenoperator contrib-
utes in the expansion of Eq. �4� and c is a constant.12

In order to solve the constrained minimization problem,
we proceed with an iterative procedure starting from an ini-
tial guess �0 and �0

� for the QuMERA channel � and its
associated eigenvector ��. Specifically, the � and the � ten-
sors entering in the definition of the transfer superoperator �
are given by an initial guess �0 and �0 which we optimize by
varying each of them one at the time. For instance, one
can start from the tensors � by solving the problem
min�	Tr����,�0���0

��h�
 while keeping fix the initial guess for
�0 and �0

� �here ���,�0� is the channel associated with
the MERA obtained by replacing the �0 of the initial
guess �0=���0,�0� with some generic ��. Once found the
optimal value �1 of � we replaced it into �0 and start opti-
mizing with respect to � by solving the problem

1 2 3 4 5 6 7 8 9 10 ... ... ... 16

χ
λ

FIG. 1. �Color online� Graphical representation of a one-
dimensional MERA for L=16 sites. The red/gray elements corre-
spond to the disentaglers tensors � while the blue/dark gray ele-
ments are the isometry tensors �. The green/light gray element at
the top of the MERA is a tensor which plays no role in the L→�
limit. The yellow/very light gray box shows the tensor compound
which determines the transfer superoperator � associated with the
MERA �see Refs. 5 and 12 and the note 16 for details�.
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min�	Tr����1,����0
��h�
, where again �0

� is kept equal to the
initial guess. Possible strategies to solve such minimizations
have been presented in Ref. 17 where unconstrained qua-
dratic optimization have been considered. This approach is
not longer applicable in our case where, for instance, the
homogeneity constraint adopted to deal with the translational
invariance of the system, forces all the �’s entering in
Tr����,�0���0

��h� to be identical while transforming the mini-
mization in a nonquadratic optimization problem. To cope
with this we approach the optimization by computing at each
step the linearized gradient on a basis for the tensors belong-
ing to the MERA while alternating moving from the �’s to
the �’s. Once the gradient is computed we move the tensor in
a random direction whose signs in a given basis �going for-
ward or backward along a given direction� are defined by the
gradient’s ones as in Ref. 18. Once the optimization of the �
and the � have been performed and a new QuMERA channel
�1=���1,�1� is defined, the stability constraint �Eq. �2�� has
to be fullfilled. Hence, we replace �0

� with a new trial �1
�

defined as the solution of the eigenproblem �1��1
��=�1

�,
which, due to �0

� being a “good guess” for the new eigenvec-
tor, can be addressed by using some smart eigenproblem
solvers as the Lancsoz or Davidson algorithms �the results
presented in the next sections are obtained using the latter�.
We can then proceed again in optimizing another tensor be-
longing to the transfer superoperator up to the desired con-
vergence. Notice that this procedure is not guaranteed to con-
verge to the optimal minimum, however, in general, gives
good results.

The model we consider to test the above described
method is defined through the �dimensionless� Hamiltonian

H = −
1

2�
j

��1 + ��
 j
x
 j+1

x + �1 − ��
 j
y
 j+1

y + 	
 j
z
 j+1

z + 2b
 j
z� ,

�6�

where 
i
���=x ,y ,z� are the Pauli matrices of the ith spin.

The constants 	, �, and b, respectively, characterize the an-
isotropy in the z direction, in the XY plane and an external
magnetic field. Hamiltonian �6� has a very rich structure. We

consider two cases: �i� the Ising model in a transverse field.
Here one has 	=0 and �=1. The model has a critical point
at �bc�=1; �ii� the XXZ anisotropic Heisenberg model; here
one has b=�=0 and 	 generic. In this case Hamiltonian �6�
is critical for −1�	�1 while it has ferromagnetic or anti-
ferromagnetic order for 	�1 or 	�−1, respectively. In
both cases critical exponents related to the correlation
functions �
k

�
k�
� �− �
k

���
k�
� �� �k−k��−
�, are known exactly:


z=2, 
x=0.25, and 
y =2.25 for the Ising model19 and

x=
y =1 /
z=1−arcos�	� /� for the XXZ model.20 We will
compare our numerical results against these values and show
that already with moderate tensor dimensions the agreement
is good.

The algorithm we developed for solving the minimization
of Eq. �3� requires to store order of O�m6� tensors with m
being the dimension of the indexes of the �’s and �’s, their
multiplication �O�m10� operations� and their diagonalization.
As for the t-MERA,21 this is “reasonable” up to m=4,6.

We first concentrate on the Ising model, where we have
obtained an energy convergence to the exact energy per site
of the ground state at the thermodynamic limit on the order
of �E
10−4. In Fig. 2 we report �in increasing order� the
critical exponents found by means of the minimization strat-
egy we presented in the last section from the eigenvalues ��

of the QuMERA map �, i.e., 
�=−2 log2���
th�. As discussed

in Ref. 12, from general properties of quantum channels we
expect the first eigenvalue ��0=1� and the corresponend ex-
ponent �
0=0� to be nondegenerate. The subsequent expo-
nents instead express the critical exponents of the system as

TABLE I. Theoretical and computed critical exponents for the
Ising model and the relative error � for m=4.

� 
�
th 
�

num
�

�%�

x 0.25 0.2509 0.36

y 2.25 2.2544 0.19

z 2 2.0939 4.48

0 2 4 6 8 10
α

0

1

2

3

4

ηα

FIG. 2. �Color online� Modulus of the computed critical expo-
nents 
� for the Ising model for b=1, �=1 �green circle�. The
dashed red lines correspond to the theoretical values—see Table I.

0 0.25 0.5
∆

2×10
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0 0.1 0.2 0.3 0.4 0.5
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3

η

η x,y

η z

FIG. 3. �Color online� Critical exponents and of the XXZ model
for various values of 	 for m=4 �black circles and blue crosses�.
The red dashed lines reports the theoretical values. The inset shows
the correspondent error on the ground energy per site.
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in Eq. �5�. The dashed red lines of the figure report the the-
oretical expectations of the critical exponents. The result is
good, the first one is exact up to the machine precision while
the others have numerical errors as shown in Table I.

The results obtained for the Ising model are very promis-
ing, however it is well known that the Ising model has a
simple spectrum and properties due to the fact that it is
equivalent to free fermions.19 We then afford the study of a
more complex model, the XXZ model which corresponds to
interacting fermions.20 In the inset of Fig. 3 we show the
error with respect to the exact energy ground state at the
thermodynamic limit for various values of 	. As expected,
the error is increasing with 	, however it remains on the
order of �E
10−3. In Fig. 3 we show the correspondent
critical exponents. As it can be seen, the unital eigenvalue is
always present �at almost machine precision� while the first
two degenerate eigenvalues are related to the 
x ,
y critical
exponents �black circle and blue crosses� with errors increas-

ing with 	 reflecting the precision in the energy of the
ground state. The third critical exponent is also detected with
even a better precision than the first two.

In conclusion we have introduced an algorithm to exploit
the QuMERA channel properties and find numerically the
critical exponents of critical one-dimensional many-body
quantum systems. We have tested the new algorithm against
the analytical solutions of the Ising and XXZ model. With
minor changes the same algorithm can be applied to two-
dimensional critical systems. We would also like to note that
recently, two related works appeared which employs a modi-
fied MERA tensor network representation �Refs. 22 and 23�.
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